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• Although the diffusion processes of PDMs and LDMs seem robust, 
vulnerabilities still present in the feature space of denoising models.

• While diffusion processes of PDMs can resist pixel-level attacks, 
they remain susceptible to perceptual level adversarial perturbations.

• Our study show that a victim-model-agnostic VAE can be effectively 
used to craft perceptual-level adversarial perturbations, achieving 
high attack efficacy to both PDMs and LDMs while preserving fidelity.

Key Insights & Takeaway

Motivation & Challenge

Problem Formulation
• Can we protect our image from being edited by SDEdit?
• The problem can be approached as crafting an adversarial attack 

against diffusion models.
• If we can effectively attack SDEdit, it's inherently generalizable to 

other editing pipelines.

Methodology

Feature Attack Visualization

Experiments

Table 2: Quantitative results in attacking conditional PDM DeepFloyd IF. Errors denote one standard deviation of all 
images in our test datasets.

Table 1: Quantitative results in attacking different unconditional PDMs. Errors denote one standard deviation of all 
images in our test datasets.
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Table 3: Quantitative results of our adversarial 
images against defense methods. LDM-Pure,
Crop-and-Resize, and JPEG Compression fail
to defend our attack. “None” indicates no defense 
is applied, as the baseline for comparison.

Figure 1: Qualitative results compared to the previous methods. Our adversarial images can effectively corrupt the 
edited results without significant fidelity decrease. The same column shares the same random seed for fair comparisons.

Figure 2: Qualitative example of different loss configurations. i. only semantic loss; ii. semantic loss and latent optimization; iii. 
semantic loss, fidelity loss, and latent optimization.
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Encode adversarial image to latent space:
Decode adversarial latent to pixel space:
Sample noise and timestep:
Compute noise sample:

Update latent by Alternative Optimization:

Repeat 2-4 until loss convergent
Decode adversarial latent to pixel space: 
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Rethink: LDM is easy to attack, BUT can we 
attack PDMs? !
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(a) Adv-samples for PDMs are largely overlooked (b) Protections can be easily bypassed using PDM
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(c) Pixel is a Barrier

Haotian Xue et al. “Pixel is a Barrier: Diffusion models are more adversarially robust than we think”, arXiv 2024

Question: Can we craft an effective adversarial attack against the 
diffusion process that applies universally to both PDMs and LDMs?


